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Abstract—Accurate models of the environment are a crucial requirement for autonomous mobile robots. The process of how to acquire knowledge about the operating environment is one of the most challenging problems in this research area. The quality of the model depends on the number and types of sensors used. Occupancy grids are the most common low-level models of the environment used in robotics for fusion of noisy data. This paper first introduces a novel method for building an occupancy grid from a monocular color camera. The next part of the work describes a method for fusion of camera data with data from a rangefinder. The final part presents a new method for measuring the quality of the occupancy grid based on the quality of the path created by the grid. The methods were experimentally verified with an indoor experimental robot at the Czech Technical University.
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I. INTRODUCTION

STANDARD data fusion methods used for navigation tasks in mobile robotics incorporate integration of data from sets of on-board sensors of the same type, or at least of those based on similar sensing principles. Typical classes for such sensors are range finders, data from other localization systems, etc. As the goal is to achieve maximum robustness of after-fusion data, it is assumed that further improvements might be obtained by direct integration across different kind of sensing systems. It is expected, that this will introduce new possibilities in the fusion field. The expectation is to bring better performance through exploring capabilities to combine multiple sources in situations when some sensors fail. A straightforward candidate for this is direct fusion of range measuring devices with intensity images using the occupancy grid approach.

The first step in building the occupancy grid is to solve the localization task. It is supposed that localization is achieved by landmark-based localization or Markov localization. The main idea of landmark localization is to detect and match characteristic features in the environment [1]. The Markov localization evaluates a probability distribution over the space of possible robot states that represent position [2]. Robust sensor matching techniques compare raw or pre-processed sets of data obtained from range sensors with a map or previously gathered measurement. A promising extension to line-to-line matching has been applied in [3].

Having solved the localization task, other sensors can be integrated to improve robot navigation in the partially known environment. Major attention is devoted to integrating monocular color camera into the navigation process and building the world model. The task setup is constrained to situations in which the robot operates on flat surfaces. The typical situation appears in indoor environments or even outdoors, where this condition is partially satisfied on roads [4].

The fusion is based on the occupancy grid introduced in [5]. Building an occupancy grid from monocular camera data is the central part of the method introduced in this paper. Knowing the position of some obstacles from range measurements can improve and calibrate the probability profiles for the camera sensor. The combination of diverse sensors like range finders and monocular camera in the approach leads to more accurate 2D maps of the environment. The accuracy of the grid is evaluated using a path-planning algorithm. The objective function for path quality is the accuracy of the environmental model.

II. OCCUPANCY GRID FROM MONOCULAR CAMERA

Occupancy grids are the most common low-level sensor-based models of the environment used in robotics. The occupancy grid approach is very robust for fusion of noisy data but its application field has previously been limited to exclusive use with range sensors (it was originally designed for sonar data fusion). The following shows that under certain but reasonable circumstances the occupancy grid concept can also be used for fusion of monocular camera data.

A central assumption guaranteeing admissibility of the method is that the robot operates on a flat ground-plane. This assumption enables us to determine all parameters of the robot system. This approach can be used even if this condition is satisfied partially, for example on roads (see [4]). In this case, the parameters of the camera system can be calibrated and afterwards used to detect obstacles in the robot’s surroundings.

A. Inverse perspective transformation

The goal is to obtain a 2D map of the robot’s-operating environment. It is necessary to find parameters of the robot system to evaluate the transformation from the image coordinate system \((u, v)\) into the robot coordinate system \((x, y)\) - see figure 1. This means to determine the projection function \(f(u, v) = (x, y)\).

The first step is a reduction of the radial distortion and decentering [6]. The constants \(u_c, v_c\) and \(p_1, p_2, p_3\) can be determined from a calibration pattern according to the following equations:

\[
dist(u, v) = (u - u_c)^2 + (v - v_c)^2
\]

\[
u'(u, v) = (u - u_c) \left(1 + p_1 \text{dist}(u, v)\right) + p_2 \text{dist}(u, v)^2 + p_3 \text{dist}(u, v)^3
\]

\[v'(u, v) = (v - v_c) \left(1 + p_1 \text{dist}(u, v)\right) + p_2 \text{dist}(u, v)^2 + p_3 \text{dist}(u, v)^3
\]
To set the parameters of radial distortion and decentering, the pattern from Figure 2 was used. The image is used to detect points on lines and then minimize the square distance of these points to corresponding lines. The result of this minimization are the \( u_c, v_c \) parameters. The pair \( (u_0, v_0) \) determines the coordinates of the image after correction of the radial distortion. The result of this step is depicted in Figure 3.

The next step is to detect the shift of the camera from the center of the robot \( x_{\text{cam}}, y_{\text{cam}} \), and parameters of the plane that describes the floor of the environment, \( \Delta u, \Delta v, X, Y \). The following equations describe the inverse projective transformation:

\[
\begin{align*}
    x_0(u', v') &= \frac{(u' - \Delta u)X}{v' - \Delta v} + x_{\text{cam}} \quad (4) \\
    y_0(u', v') &= \frac{Y}{v' - \Delta v} + y_{\text{cam}}. \quad (5)
\end{align*}
\]

Eleven measurements of a reference box were done by camera and laser range finder to determine all the parameters \( u, v, X, Y, x_{\text{cam}}, y_{\text{cam}}, \alpha \) mentioned above. Each camera measurement represents four points (the borders of the box and two points on the front side) and the laser range finder provides the real position of this box. Minimization of the square distance between the real and the computed position in the camera image produces parameters \( x_{\text{cam}}, y_{\text{cam}}, u, v, X, Y, \alpha \) of the robot’s camera system.

### B. Definition of the Probability Profiles

The first approach to detection of free space is done making use of the color of the floor. Suppose that the color is different from the obstacle surface color. If the color of the floor is known the probability distribution of free space can be defined.

The occupancy grid [5] is built using the Bayes’ update formula:

\[
P^{\text{Occ}}(c|R) = \frac{p^{\text{Occ}}(R|c)P^{\text{Occ}}(c)}{p^{\text{Occ}}(R|c)P^{\text{Occ}}(c) + p^{\text{Emp}}(R|c)P^{\text{Emp}}(c)} \quad (8)
\]

where:

\[
p^{\text{Emp}}(c) = 1 - p^{\text{Occ}}(c) \quad (9)
\]

\[
p^{\text{Emp}}(R|c) = 1 - p^{\text{Occ}}(R|c) \quad (10)
\]

The equation (8) defines the conditional probability \( p^{\text{Occ}}(c|R) \), that the cell \( c \) is occupied given the measured color reading \( R = (h, s, v) \). The probability depends on the old value of the cell from the grid \( p^{\text{Occ}}(c) \) and the probability distribution \( p^{\text{Occ}}(R|c) \). The probability distribution \( p^{\text{Occ}}(R|c) \) can be represented as the difference of the measured color \( R \) and the reference color of the floor in the hsv-space. The
following can be used to compute the conditional probability depending on the reference color of the floor \((h_r, s_r, v_r)\):

\[
    di(f(x)) = e^{-\frac{d^2}{\sigma^2}}
\]

\[
p^{\text{Occ}}(R|c) = \frac{di(f(h-h_r)di(f(s-s_r))}{di(f(v-v_r))},
\]

where \(\sigma\) represents the sensitivity of the difference function.

### C. Calibration of the Probability Profiles with Range-Data

If the color of the floor is similar to the color of the obstacles, the previous method fails. The following approach uses definition of profiles \(p^{\text{Occ}}(R|c)\) supported by additional information about the environment.

The additional information can be either a map of a training environment or combination of sonar and laser data, which can accurately measure the training environment. The probability profiles can then be calculated directly from the camera images. The free space and the border of the obstacle is determined from the range finder data or from the training map of the environment.

The probability distribution is defined by matrices \(f\) for free colors and \(o\) for occupancy colors. The matrices \(f\) and \(o\) represent hsv-color space and denote the number of cells of a specific color that are free, and respectively occupied. In our example, 10 images captured under different lighting conditions were used to create the matrixes. The free space and the border of the obstacle is indicated by the color probability profile even when the border of the obstacle is detected very well. Therefore, only those grid cells are adapted that lie in the region from the position of the robot to the border of the first detected obstacle.

Adaptation of the occupancy grid is performed sequentially from the camera position to the border of the camera visual field. For each grid cell \(c\), an accumulated probability of free space is defined by composition of probabilities of all cells preceding \(c\) in the camera view. Let \(C\) denote the set of cells on a beam from the robot position to the position of cell \(c\). The accumulated probability is computed applying the following formula:

\[
    p^{\text{Acc}}(R|c) = P^{\text{Occ}}(c)P^{\text{Acc}}(C)
\]

There are two basic possibilities for how the accumulated probability \(P^{\text{Acc}}(C)\) can be defined. The first one is a simple product of the probabilities of all cells from the viewpoint. The second approach uses the Bayes’ formula for recursive definition of this probability:

\[
    P^{\text{Acc}}(C \cup \{c\}) = \frac{P^{\text{Occ}}(c)P^{\text{Acc}}(C)}{P^{\text{Occ}}(c)P^{\text{Acc}}(C) + (1 - P^{\text{Occ}}(c))(1 - P^{\text{Acc}}(C))}
\]

The next step, which improves robustness of map building, is detection of a border of the nearest obstacle in the particular direction. In our case a simple threshold is used, which eliminates local occlusions in the direction from the robot to the detected obstacle [6]. An obstacle is detected if the accumulated probability is less than a defined threshold for three succeeding grid cells. Moreover, a filtration process to remove measurement outliers can follow the thresholding process.
The approach described above results in smoothed range measurements of the scene visible from the camera. The filtered data are very similar to rangefinder data and these measurements are used to build an occupancy grid in a similar way to rangefinder data [7]. To build the occupancy grid a model of sensor accuracy with respect to measured distance has to be defined.

The angle accuracy of the camera system was experimentally set to $\pm 2$ pixels. This accuracy depends on the smoothness of the floor and on admissible vibration of the robot during movement.

Considering equation (5) the accuracy of the sensor in depth can be expressed as $y(u', v') = y(u', v' + 2)$. For pixel $(u', v')$ this formula can be transformed to the following equation:

$$y(u', v') - y(u', v' + 2) = \frac{Y}{v'^2 + v'(1 - 2\Delta v) + \Delta v^2}$$  \hspace{1cm} (16)

Suppose the accuracy of the sensor is defined by function $\xi(d)$ that is represented by equation $\xi(y(u, v)) = y(u, v) - y(u, v + 2)$. The shape of the function $\xi(d)$ is depicted in fig. 8. The function $\xi(d)$ can be approximated by a quadratic function.

The final model of camera sensor based on measured distance is following (similar to sonar sensor, see [7]):

$$\rho^{\text{OCC}}(R|c) = \begin{cases} \frac{d}{1 + \xi(r)} & \text{if } d \in < 0, r - \xi(r) > \\ \frac{d}{2\xi(r)} & \text{if } d \in (r - \xi(r), r + \xi(r)) > \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (17)

where $r$ is the detected distance in measurement $R$ and $d$ is the distance of cell $c$ from the robot position. Additional information about visibility is used to improve the final result from the color camera, with reduced image noise and taking into account the accuracy of the camera sensor. Figure 7 shows the result of application camera model to image from figure 6.

III. COMBINATION OF DATA FROM SONAR AND CAMERA

In this section three approaches for fusion of data from sonar rangefinder, laser rangefinder and monocular camera using occupancy grids are introduced. The first method is based on
simple fusion in one occupancy grid. Due to incompatibility of different types of sensors, some cases cannot be solved using a single occupancy grid. Therefore the second approach is suggested. This approach uses two separate grids and the final grid is the fusion of these two grids.

A. Fusion of sensors with one occupancy grid

The simplest method is integration of different sensors into one grid. Both sensors share the same grid for global information about environment. Data from different sensors can vary in frequency and quality of measurements and hence measures of sensor models are not comparable. The variability from the standard fusion during construction of the grid, as it sensor detects the obstacle.

of sensor models does not allow fusing data directly to one common grid whenever gathered by sensors. This disadvantage can be reduced by filtration of false measurements. Filtration of sonar measurement using data from laser range finder is proposed in [8].

B. Fusion of sensors with two occupancy grids

In this method an occupancy grid is constructed for each sensor type and these grids are used to build a resulting grid. If the accuracy of a sensor is not taken into account, a value of a cell in the resulting grid can be computed by combining the corresponding cells in the source grids. This fusion differs from the standard fusion during construction of the grid, as it is necessary to determine occupancy of the cell if at least one sensor detects the obstacle.

Two rules are applied to obtain the resulting probability:

- If at least one of the source cells has higher probability that it represents occupied space than a predefined threshold $T_{Occ}$, the probability of the resulting cell is set to 1.
- Bayes’ rule is applied otherwise.

More precisely, the resulting grid is computed in two steps. Values in the source grids are modified first using the following formula:

$$P_{Occ_{mod}}(c) = \begin{cases} \frac{1}{P_{Occ}(c)+T_{Occ}-1} & \text{for } P_{Occ}(c) > T_{Occ}, \\ \frac{1}{P_{Occ}(c)} & \text{for } P_{Occ}(c) \leq 0.5, T_{Occ} > \end{cases}$$

The computed values are then applied in Bayes’ rule to obtain probabilities in the resulting grid:

$$P_{fuse}(c) = \frac{P_{Occ}(c)P_{Occ_2}(c)}{P_{Occ}(c)P_{Occ_2}(c) + (1 - P_{Occ}(c))(1 - P_{Occ_2}(c))}$$

where $P_{Occ}$ is the modified probability of occupancy from the first sensor, $P_{Occ_{sensor2}}$ is the modified probability of occupancy from the second sensor, and the $P_{fuse}$ is probability of occupancy after data fusion.

C. Fusion of sensors with different precision

The grid built from sonar measurements has a precision depending on the precision of the sonar but also the distortion imposed by the shape of the sonar signal has to be taken into account. This means that one point in the environment can impact several neighboring cells. Therefore, when fusing data from sonar and a more precise sensor like a camera, it is useful to combine a value from one cell in the camera grid with a small neighborhood of the corresponding cell in the sonar grid. If an occupied space is detected by the camera in any cell but not detected in the corresponding neighborhood by sonar, then the sonar measurements are canceled. The cell value in the resulting grid is equal to the value in the camera grid.

Suppose that the parameter $acc$ defines the additional inaccuracy of the sonar sensor. Then we can define the probability of occupancy cell with coordination $(x,y)$ as follows:

$$P_{Occ_{neigh}}(cell(x,y)) = \max_{x-acc \leq x \leq x+acc, \ y-acc \leq y \leq y+acc} P_{Occ}(cell(i,j))$$

The sensor fusion is done with respect to probability of occupancy from the neighborhood of the less accurate sensor, in our case, from the sonar sensor. The final probability is defined by:

$$P_{fuse}(c) = \begin{cases} P_{Occ_{neigh}}(c) & \text{if } T_{Occ}(c) > T_{Occ} \\ \frac{P_{Occ}(c)P_{Occ_{neigh}}(c)}{P_{Occ}(c)P_{Occ_{neigh}}(c) + (1 - P_{Occ}(c))(1 - P_{Occ_{neigh}}(c))}, & \text{otherwise} \end{cases}$$

IV. PLANNING WITH OCCUPANCY GRID

The above mentioned occupancy grid can be used for path planning with a harmonic potential field. The core property of the harmonic potential field is having only a single local minimum and therefore the planning algorithm cannot fail [9]. The harmonic potential field $U(q)$ is defined on the set $\Omega$ as a function that satisfies Laplace’s equation:

$$\nabla^2 U(q) = 0$$

For planning purposes the borders of the set $\Omega$ are defined as borders of the obstacles and the desired final robot position. The harmonic potential field has to satisfy these border conditions:

$$U|_{\partial \Omega} = 0$$

$$U(\text{goal}) = \text{const}$$
The proof that the potential field has no other local minimum than the global one is in [10]. The harmonic potential field can be computed by numeric approximation of Laplace’s equation [11]. Using a grid with constant cell size, the second derivation can be enumerated by Taylor’s formula and a system of linear equations is reached. This system can be solved by Gauss-Seidel’s iteration. The $k^{th}$ step of Gauss-Seidel’s iteration can be computed by the following equation:

$$U^{k+1}(x_i, y_j) = \frac{1}{4} \cdot (U^k(x_{i+1}, y_j) + U^k(x_{i-1}, y_j) + U^k(x_i, y_{j+1}) + U^k(x_i, y_{j-1}))$$

The number of iterations depends on the length of the final path. The size of the grid can estimate the maximal length of reasonable paths and this limit serves as the number of iteration steps. The path from position $(i, j)$ to the goal position exists if and only if the value $U(i, j) > 0$. The path can be found as an increasing sequence for $(i, j)$ to the goal position. The successor of the cell is the cell from eight-neighborhood with maximal value of potential field.

### A. Preprocessing of grid for planning

The goal position and borders of the obstacles define the potential field. The path is found for the robot with zero size. In our case the size of the robot is approximated by a circle and the obstacles in the grid have to be enlarged by the diameter of the robot. In addition the grid is changed to find the optimal safe trajectory.

The obstacles are segmented from the grid and the morphological operation erosion enlarges the obstacles by the diameter of the robot. The second step changes the grid in order to find path that is planned in some safe distance from the obstacles. It is necessary to keep the property that the path can be found even if the corridor is narrow. The second step is represented by following equation:

$$M^{k+1}(i, j) = \max(M^k(i, j), \max_{1 \leq c \leq k+1, j-2 \leq s \leq j+1} M^k(a, b) - \text{step}),$$

where $\text{step} = \frac{\text{cellsize}}{\text{saferatio}}$ is the coefficient for decreasing the grid occupancy depending on the cell size and safe distance.

The final changed occupancy grid $M'$ is used for iterative computation of the harmonic potential field using the following equation:

$$U^{k+1}(x_i, y_j) = \frac{1}{4} \cdot (U^k(x_{i+1}, y_j) + U^k(x_{i-1}, y_j) + U^k(x_i, y_{j+1}) + U^k(x_i, y_{j-1}))$$

The occupancy grid, changed occupancy grid and the final harmonic potential field with planned path is depicted in figure 11.

### V. Evaluation of the Fusion Methods

Different measures can be defined to evaluate the quality of the occupancy grid. In [12], the measure is defined as the correlation of the computed grid with a pattern grid. This method does not describe the quality of the grid with respect to using the grid for planning. This is why a new safety measure is introduced. Other methods do not evaluate the quality of the grid with respect to the path planning process. The advantage of our approach is that this measure can help to select the best fusion method and best sensor types for a specific environment. It can also be used to calculate the reliability of planning and data fusion algorithms.

The safety measure can be computed from the planned path and pattern grid. Let $P_M$ be a path defined by grid $M$ from actual robot position to a goal that is inside of this grid. The path $P_M = \{p_i\}_{i=0}^n$ is defined as a sequence of $n$ cells $p_i$. The pattern grid defines function $\text{dist}(p_i)$, that represents the minimal distance from cell $p_i$ to the obstacle.

The safety of the grid $M$ is defined by the safety of the path $P_M$ that was planned using grid $M$. The safety of the path $P_M$ is defined as follows:

$$\text{safety}(M) = \text{safety}(P_M) = \min_{i=0, n} (\text{dist}(p_i))$$

If the $\text{safety}(M)$ of the grid $M$ is less than the diameter of the robot, the robot cannot be used for planning a path. The bigger the $\text{safety}(M)$, the better grid $M$ represents the environment. For grid comparison an average safety can be computed as:

$$\text{safety}(M) = \frac{\text{safety}(P_M)}{n} = \frac{\sum_{i=0}^{n} \text{dist}(p_i)}{n}$$
A. Experimental evaluation

The experiment depicted in fig.12 was performed in a typical office environment. This environment has two examples of problems with sensing. The experiment was done in two rooms connected by a door. Doorways are problematic for sonar sensors as sonar uses a wide beam and often cannot detect the free space inside the door. The second problem was in two boxes that were too low to be visible for the laser rangefinder. These boxes were in the lower room.

The results of the safety measure for different sensors and different fusion methods are listed in table I. The values in the table represent the minimum distance to the obstacle in cell units. This means that for cell size 10cm x 10cm the value multiplied by 10cm is the distance to the nearest obstacle for the whole path. The experiment was divided to three parts to show the sensitivity of the fusion methods in different types of environment. The normal environment represents a typical office environment. The doorway data set contains data of the robot moving through the door. The low obstacles data set represents data when the robot passes around obstacles that are too low to be detected by laser rangefinder.

The figure 13 depicts some examples of planned paths through doorway and around the lower boxes. You can notice that laser-ranging fails for the environment with boxes (see figure 13(d)), because the diameter of the robot was 4 cells and the safety of some path was 2 cells. These boxes were detected only by the sonar and camera. Navigation done exclusively with laser rangefinder will lead to collision. The sonar fails
for the doorway and finds a nonsense path (see figure 13(b)).

The experiments have shown that the most efficient method for fusion of sonar and laser data is fusion with two grids incorporating the accuracy of sensors. As the camera and the sonar have more or less similar properties, the best method for fusion is using one occupancy grid or two grids with different sensor accuracies.

VI. CONCLUSION

The problem of environment modeling for autonomous mobile robots is a challenging field with many open problems. The environment model recovery strongly depends on the localization problem. As there still does not exist any unified approach to reliable recovery of environment models, the robustness is typically improved through data and model fusion from multiple sources.

It has been illustrated, that under assumption that the robot operates in environment with more or less uniform and flat ground-plane (floors, road, etc.) the occupancy grid can be extended towards data fusion from monocular camera. This improves the robustness and accuracy while building environment models in mobile robotics.

The early achievements of the described approach were experimentally verified with real data in real indoor environments. Respecting the limited space of this contribution, selected results were briefly illustrated in the text above.
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Fig. 12. Comparison of the occupancy grid from monocular camera, sonar and laser rangefinders and their mutual data fusion with different approaches.
Fig. 13. Path planning results in different situations with pattern grid